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SECTION I

RECOMENDED OPENING DISCUSSION POINTS FOR USE DURING THE START OF A SOFTWARE AUDIT

These are some key points to begin with during a software auditing session

EXAMINE:

· How thoroughly the manufacturer analyzed the safety of hazardous functions and implemented safety requirements in the system and software

tool: reference any FMECA, FMEA FTA or HAZARD ASSESMENT DOCUMENTS

· How well the manufacturer established the appropriateness of functions, algorithms, and knowledge on which the system is based

tool: reference early design review notes/early assessment documents

· How well the manufacturer assessed the device reliability

tool: reference early design review notes/early assessment documents

· Whether appropriate technology is used to mitigate and/or control hazards, promoting an inherently safe system

tool: reference FMECA hazard mitigation information

· Whether the manufacturer has provided 

adequate software documentation to make a final recommendation about the development, performance, reliability, and safety of a device. 

Inspection areas to search out: 

does the firm: 

· develop a framework for software development;

· provide software verification and validation oversight or independent evaluations 

tool: reference early third party review notes 

· look at how the firm may develop, analyze, and utilize off the shelf (OTS) software evaluate software products 

tool: reference OTS sample protocol in section XIII of this document 

It is customary to write a software development plan when starting a software development project. 

tool: reference the software development plan if possible

A software development plan should identify key activities and objectives for the project. This may include:

· input and output criteria for each development phase;

· verification and validation activities in reference to assignment of tasks

tool: reference 820.20 b(s) resource requirements 

· risk assessment and mitigation

tool: reference process used for this (FMECA, etc) 

· types of testing and test completion criteria especially qualification of emulation devices

·  bug tracking and correction/error logging

tool: reference the firm’s bug/anomaly list, and inquire as to how they risk assign each anomaly 

· configuration management

tool: inquire how the firm controls the finished/released version of the software
SECTION II

Management and personnel requirements and responsibilities.

The plan may also outline the life-cycle model, schedule, staffing requirements, project standards, 

tool usage, testing requirements, and supporting documentation requirements. 

It is useful at this time to develop a system definition of some sort that clearly describes the problems, goals, constraints, functions, solutions, and acceptance of what is to be developed prior to putting together an overall software development project plan. Of course, the process definition is dependent on the types of software and risk management activities that are associated with a particular product line.

tool: reference 820.20 requirements. Look for adequacy of resources, management review compliance and management representative activity.
SECTION III

Software Requirements Analysis and Specification. 

The first generic phase in any development lifecycle model is to identify and analyze customer or end-user functional and performance requirements.

During this phase, the functions to be performed, controlled, or monitored by the software are documented in a software requirements specifications document.

tool: examine whether the requirements  are complete, consistent, and traceable. 

This information is derived from the overall system requirements specification and other project and management plans. 

tool: examine if each software requirement is verifiable

 i.e. traceable throughout development, testable, complete, understood, and consistent. 

tool: examine if: The software requirements specifications generated during this phase serves as the basis for the software design, and functional test plans and test cases. 

Software safety requirements are derived from the preliminary hazard analysis and ongoing risk management activities, as requirements are updated throughout the lifecycle process. 

tool: examine if: During this phase software quality characteristics (acceptance criteria), such as human factors, functional characteristics, response times, output, safety requirements, etc, are defined. 

SECTION IV

Architectural Analysis and Specification. 

The second generic phase in any development lifecycle model is architectural analysis. 

During this phase functional and safety requirements are allocated to hardware, software, and communications components. 

tool: examine if interfaces between these components are defined. 

The key decisions made during this phase include the selection of hardware platforms, operating systems, and compilers. 

tool: reference OTS sample protocol in section XIII of this document 

SECTION V

Design and Development.

The third generic phase in any development lifecycle model is design. During the design phase, analyses are conducted to identify the most efficient way to logically implement the requirements assigned to the software. 

The goal of design analysis is to optimize the structure, size, and overall performance of the software.

tool: examine if the software requirements expressed in 

the software requirements specification, architectural considerations and design are translated into source code. 

Further points to examine to assist the investigator in determining if optimization of the structure, size, and overall performance of the software is present include 

A. coding standards have been adopted and adhered to. 

B. code should be well commented with appropriate headers, inline comments, and supporting documentation. 

C. Code walkthroughs and inspections should be performed. 

tool: examine if Code inspections consist of going through the source code line by line and examining each statement to verify completeness and accuracy. 

tool: examine if Code inspections and walkthroughs are y performed in teams which track and document all errors found in the code and supporting documentation prior to implementing any corrective action. 

tool: examine if verification activities associated with this phase are documented in order to assess code reviews activities, inspections and analyses.

D. Module testing is conducted to exercise and test the program logic in relation to

1. the boundary conditions, 

E. Syntax error checking tools are utilized if possible-e.g. the use of ‘lint’ for C and C++ syntax error detection. This ‘lint’ tool will detect errors not caught during compilation. Some firms may rely on compilation alone to detect syntax errors. The ‘lint’ is an OTS software tool available to software developers as a companion tool to C/C++ compiler software. The ‘lint’ OTS product is also subject to OTS software validation.

SECTION VI

Verification Activities.

The fourth generic phase in any development lifecycle model is verification. It is common to hear "verification and validation" spoken together, as if it were one activity. But they are in fact very different. 

Verification activities should evaluate the realization of the safety objectives and verify the correct implementation of functional and safety requirements specification. They show the output is functional.

tool: examine if the verification activities show that the outputs of software development are traceable to and satisfy the requirements established at the beginning of each phase. 

This testing activity should show have traceability to:

a. analysis

b. review

c. inspection

d. audit activities.

SECTION VII

Verification of Requirements Analysis and Specification.

Verification should be viewed as an assurance activity for each phase of software development, not just as testing. 

tool: examine if: Software requirements specifications are reviewed for completeness, consistency, effectiveness, testability, traceability, and safety. 

This verification should show that the requirements analysis and specification phase are producing appropriate documentation and attributes. 

tool: examine if functional test plans and test cases are developed and are traceable to requirements specifications 

tool: examine if the  test appliances have conformity, to production equivalents (this is a serious RO cite)

tool: examine if a traceability matrix is initiated. Hazards identified in the preliminary hazard and safety analyses are addressed with appropriate software and system safety requirements specifications. Lack of evidence of this is a serious 820.30(f) RO violation.

SECTION VIII

Verification of Architectural Analysis and Specification.

During the architectural analysis and specification phase, the architecture of the system and design specifications are developed. 

tool: examine if the software requirements are, if appropriate, broken down into modules (modularization criteria). Safety requirements are incorporated into an appropriate design architecture. Graphical, symbolic, and notational models that are conventional for the analysis and design method used. 

Verification of these activities would include evaluating: 

1. the design specification for consistency, completeness, safety and testability

2.traceability to software, system, and safety requirements

3. design interface analyses 

4. design review documentation.

SECTION IX

Verification of Design and Development.

The ultimate goal of the design and development phase is to develop well commented, documented, modular, and structured source code using a programming language that is suitable for the particular application. 

tool: examine if the firm is utilizing their adopted  coding techniques

tool: examine if the firm is testing for efficient memory utilization, efficient timing, single entries and exits

SECTION X

Verification Testing practices 

This includes all aspects of testing and analysis, which may include 

1. white-box (logic driven) and 

2. black-box (data driven) testing, as well as static (no execution) and dynamic (execution) analyses.

 Verification test plans should include test completion criteria.

tool: examine if the firm has  test cases that take into account functional testing (expected normal inputs and outputs)

tool: examine if the firm has boundary value testing (across boundaries such as, data set sizes, ranges, etc.)

tool: examine if the firm has stress testing (intentionally try to break or fool system)

tool: examine if the firm has performance testing (timing and throughput)

All tests should cover special cases. 

tool: examine if the firm track and document software performance in case of invalid or out of range inputs, including various sizes of data sets, and how the system performs error handling and safety functions. This should be traceable, throughout testing, to the software development process and documentation. 

The test plans should include the testing and 

expected results, methods and analyses to be used, as well as tools to use for performing tests and measurements. 

tool: examine if and when the firm  uncovers defects, inconsistencies, anomalies, and errors that are  traced back to the source code, that the firm is following appropriate change control and configuration management procedures. 

It is appropriate to examine the current anomaly(bug) list in relation to actionability for the firm.

tool: request the bug-anomaly list. Ask the firm how they have ranked each defect, and if a new build can proceed with this defect remaining. Risk-ranked related scalability of each defect should be present, although not enforceable. 
tool: examine if the firm’s documentation of these anomalies is maintained and tracked as part of the documentation of the software lifecycle. 

tool: examine when changes are incorporated, appropriate regression analysis and testing occurs. 

SECTION XI

Validation Activities.

The final generic phase in any development lifecycle model is system validation. 

Validation is designed to assure that the right product was built; that is to say that it meets stated requirements. Of course, validation also involves other phases of testing as previously mentioned. A test failure during this level of testing is only a symptom of an underlying problem that would need to be traced through the software development process. 

tool: examine if the firm validation test scenario consists of functional, system testing, and acceptance testing. Functional testing is associated with finding discrepancies between the software and its external specification, typically from the end-user's perspective. 

EXAMINE if the system validation includes

1.tests for a high volume of data, heavy loads or stresses

2. human factors

3. security, performance, and configuration compatibility (hardware and software)

4. fault testing (recovery, detection, avoidance, and tolerance)

5. user documentation

6. implementation of safety requirements, installation and serviceability. 

All above are potential RO cites.

Acceptance testing is usually associated with customer acceptance testing and beta site testing, but may overlap with functional and system testing requirements. 

tool: examine if the firm is assigning risk management activities to anomalies detected during this phase, as required by 820.30 (g). Non compliance here can be a serious RO cite. Risk ranked scalability is highly advised in this area.

Typically beta site testing is performed by the user (or users) or organization in its intended environment to see if the system meets the user's requirements and to find potential weaknesses. 

tool: examine if the firms Beta site testing  involves treatment of human subjects. Beta site testing involving the treatment of a human subject requires IRB concurrence and the submission of an IDE to FDA if the study is judged to be of significant risk. This is a serious non-compliance issue.

SECTION XII

Configuration Management and Change Control.

Configuration management and change control is an ongoing activity throughout the development lifecycle and the operation and maintenance phase. 

Configuration management activities include tracking and controlling all work products associated with the software. 

tool: examine if the Configuration management includes: requirements specifications, design documentation, source code, object code, test plans and procedures. 

A configuration management plan typically consists of defining what is to be managed, how it is to be managed, and who is responsible.

tool: examine if the firm has policies for suggesting, approving, implementing, and recording proposed changes

tool: examine if the firm has records describing the configuration management process and individual responsibilities

· tool: examine if the firm has a description of the automated tools used (and an associated OTS validation protocol)

· tool: examine if the firm has a definition of the overall tracking system. 

tool: examine if the firm’s subsequent modifications are managed through the configuration management process. 

tool: examine if the firm clearly identifies changes that affect the released configuration.

tool: examine if the firm software process outputs, such as requirements and specifications, design, source code and various levels of testing are all marked and traceable by version identification. 

tool: make sure that there is a documented process for:

(1) establishing the baseline

(2) identifying the change through a change request procedure

(3) each change  undergoes appropriate review and analysis

(4) that the firm identifies appropriate means to update appropriate documentation and testing activities when necessary. 

(5) Identifying if the change should be subject to regression analysis in order to assess the impact of the change on the software and system requirements and design, source code, and testing activities

Deficiencies related to the above 5 items are potential serious RO cites/

SECTION XIII

OFF THE SHELF VALIDATION SAMPLE PROTOCOL

OFF THE SHELF SOFTWARE//SAMPLE SOP


PURPOSE

To validate the off-the-shelf (OTS) software to ensure that it will meet its intended use for the Quality System.


SCOPE

All personnel involved in the evaluation of OTS software.


RESPONSIBILITY

The original specifier of the software will work with QA and R&D to perform the initial evaluation and, if necessary, the validation.


EFFECTIVE: When Approved


FORMS:  OTS SOFTWARE VALIDATION FORM
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Appendix A  -  OTS SOFTWARE VALIDATION FORM




INTRODUCTIONtc "INTRODUCTION"
The OTS Software Validation form shall be used to determine the need for and to record the results of validation when necessary for all OTS Software prior to use. 

1. COMPUTER REQUIREMENTS

1.1. Hardware

Enter the computer requirements on the OTS Software Validation form.

1.2. Software

Enter the software requirements on the OTS Software Validation form.

2. INTENDED USEtc "RESPONSIBILITIES"
Use Table 1 to identify the sections of the Quality System in which the software will be used and provide examples of the intended use for each section.

If the software will not be used in any section of the Quality System, then indicate its use in the OTHER section at the bottom of Table 1. 

3. SOFTWARE VALIDATION

Software validation will be performed under the guidance of either Quality Assurance or R&D.  Both of these functions will review the results and sign off indicating release of the software for use.

3.1. Software Not Intended for use in the Quality System

3.1.1. Software not intended for use in the Quality System does not require validation.  The OTHER section tc "
Moderator"at the bottom of Table 1 must have sufficient information to make a determination that the software does not have an intended use in the Quality System.

3.1.2. Indicate on the OTS form in the area designated in the Software Validation section that the software is not intended for use in the Quality System.

3.1.3. Place the completed OTS Software Validation form in the applicable section.

3.2. Software Intended for use in the Quality Systemtc "
Author"
Software intended for use in the Quality system requires validation.  The general test protocol for software validation will be as follows:

3.2.1. tc "
Moderator"Configure the software, custom spreadsheet or custom database, as it will be used in practice.

3.2.2. Develop an example data set (e.g., text, numbers, etc.) that is similar to that which will be entered into the software.  Include minimum and maximum expected values and null values to test anticipated data range.  This example data set must be consistent with the intended uses(s) identified in Table 1.

Typically, the software will be expected to perform certain functions using this data and provide certain results (e.g., calculations, sorting of data, generation of summary graphs, etc.).

3.2.3. Using the example data set, perform the calculations and any other data manipulation “by hand” and generate results that are similar to those expected from the software.  The results must be consistent with the intended use(s) identified in Table 1.

(For drawing software, Draw a geometrical shape, and measure the lengths using a calibrated device and verify if the lengths are accurate).

3.2.4. Enter the example data set into the software and generate the required results. 

3.2.5. Compare the “by hand” results with the software-generated results.

3.2.6. Answer the two YES/NO validation questions in the Software Validation section.

3.2.7. If the answer to both questions is Yes, go on to step 4.2.8.

If either answer is No, then the validation process must be repeated.  Alternatively, the software may be registered to a smaller set of intended uses that can be validated (start a new OTS form), or the software may be abandoned and barred from use in the Quality System (simple verbal notification to specifier is sufficient).

3.2.8. Enter “N/A” (or equivalent) in the OTHER section (single statement) to indicate that section is not applicable.

4. Revision History

Rev. 1 – Original revision

Appendix A  -  OTS SOFTWARE VALIDATION FORM
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SPECIFIER:







DATE:




4.1.1. SOFTWARE INFORMATION

TITLE:








VERSION:



MANUFACTURER:










4.1.2. COMPUTER REQUIREMENTS

HARDWARE:
PROCESSOR












DISK STORAGE












OTHER











SOFTWARE:
OPERATING SYSTEM




VERSION





UTILITIES/DRIVERS REQUIRED







4.1.2.1. INTENDED USE

Using Table 1, Intended Use Matrix, on the back of this form, check off boxes in the middle column for the sections of the quality system in which the software is intended to be used and provide a brief example of what the software will do in each applicable section in the last column. If the software will not be used in a particular section, write “N/A” (or equivalent) in all three columns. If the software will not be used for any section, briefly describe how the software will be used in the OTHER section at the bottom of the Table.

4.1.2.2. SOFTWARE VALIDATION

Check the applicable spaces in 1 OR 2, not both.  Enter “N/A” (or equivalent) for whichever section is not applicable.

1.  
SOFTWARE NOT INTENDED FOR USE IN THE QUALITY SYSTEM

2.  
YES
NO
EXAMPLE DATA SET & RESULTS CONSISTENT WITH INTENDED USE.

     
YES
NO
SOFTWARE RESULTS SAME AS “BY HAND” RESULTS


Attach the “by hand” data & results and a software-generated listing of the data & results to this FORM.

4.1.2.3. REVIEWED & RELEASED FOR USE

QUALITY ASSURANCE







DATE

R&D











DATE 

TABLE 1   INTENDED USE MATRIX


	QUALITY SYSTEM

Section
	( if used
	Enter brief example(s) of what the software will do in each applicable section.

	Management Review
	
	

	Quality System Procedures/Planning
	
	

	Contract Review
	
	

	4.1.2.3.1. 
	
	

	Document & Data Control
	
	

	Purchasing
	
	

	Product Identification & Traceability
	
	

	Inspection & Testing
	
	

	Control of Inspection, Measuring & Test Equipment
	
	

	Inspection & Test Status
	
	

	Control of Nonconforming Product
	
	

	Corrective and Preventive Action
	
	

	Handling, Storage, Packaging, Preservation & Delivery
	
	

	Control of Quality Records
	
	

	Internal Quality Audits
	
	

	Training
	
	

	Servicing
	
	

	Statistical Techniques
	
	


OTHER
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INTRODUCTION AND PURPOSE

Defects in released “““/) products may be identified in several ways:  

· From client comments and reports received by, and routed to “““-By Engineering or QA personnel at “““ during the course of regression testing necessary to validate other changes to software sources

· From client comments and reports sent directly to “““ via e‑mail, standard mail and/or telephone.

In addition, enhancements to “““ products are often suggested by “““ customers to expand or enhance the functionality of the products, or recommended by Engineering or QA to improve the safety, quality and effectiveness of the products.

This document describes the procedures for documenting reports of potential defects; prioritizing defects for investigation and resolution; assessing their severity levels; and prescribing corrective and preventive actions based on defect severity.  

5. SCOPE

This procedure applies to all FDA-regulated software products and systems designed, engineered and/or manufactured by “““.

6. OWNERSHIP AND RESPONSIBILITIES

6.1. The Director of Clinical QA and the QA Manager share ownership of this process.
6.2. Any individual at “““ who receives information about a potential product defect is responsible for ensuring that the information is handled according to the procedures described is this document.

6.3. The Bug Review Committee is responsible for establishing Initial and Final Severity Assessments to reported defects, for assigning defects for investigation, and for reviewing the results of failure investigations. 

Engineering is responsible for investigating and documenting the resolution of defects.  

6.4. The Director of Clinical QA is responsible for ensuring that all complaint information is  entered into DCS, “““ Management is apprised of any defects that require Management-initiated corrective and preventive actions. 

“““ Management and “““ Regulatory Affairs are responsible for ensuring that prescribed corrective and preventive actions are followed. 

7. GENERAL/DEFINITIONS

7.1. Critical Functionality:  Functions specified by the Software Requirements Specification that are essential for the safe and effective performance of the product in its intended use.  

7.2. DCS:  Defect Control System.  Electronic tracking system used at “““ to track defect reports, failure analyses, problem resolution, and corrective actions.

7.3. Defects:  Defects in released software products may be one or a combination of the following:

7.3.1. Labeling Defects:  The user interfaces, user’s manual, or other user documentation are inaccurate or unclear.  Labeling defects typically affect all users of a specific product release.

7.3.2. Software Defects:  The software application is not functioning as intended.  It is either failing to perform a specified function, performing a specified function incorrectly, or performing a function that was not intended for the software product.

7.3.3. Hardware Defects:  A hardware component supplied with the system (e.g., the monitor, the central processing unit) is not functioning correctly.  Hardware defects may be limited to a single component provided to a specific customer, or may affect all customers using the same type of component.  

7.4. Non-critical Functionality:  Functions of a software product that are identified by the Software Requirements Specification but are not essential to the safe and effective performance of the product in its intended use.  

7.5. Non-serious Injury:  An injury or illness that is non-life-threatening and results in temporary impairment of a body function or temporary damage to a body structure.  Non-serious injury may or may not require non-invasive medical intervention.

7.6. Resolution:  A permanent corrective action implemented to mitigate the potential effects of a known defect.  Resolution of defects identified in software products may involve correction of labeling materials (e.g., user manuals), correction of binary code, correction of user interface programming, or repair/replacement of a hardware component of the system.

7.7. Serious Injury:  An injury or illness that is life-threatening, results in permanent impairment of a body function or permanent damage to a body structure, or necessitates medical or surgical intervention to preclude permanent impairment or damage to a body structure or function, excluding trivial impairment or damage.

7.8. Workaround:  A temporary corrective action intended to mitigate the potential effects of a known defect.  Workarounds for software products may be procedural (e.g., written documentation identifying recommended specific procedures for retaining functionality while avoiding the defect, or advisories precluding the use of specific functions of the product) or software-based (e.g., patch releases).

8. RELATED DOCUMENTS/REFERENCES

8.1. ROQ-F0005-1, Defect Reporting Form 

0.1. ROQ-F0005-2, Severity Assessment Flowchart

1. MATERIALS/EQUIPMENT

Not applicable.

9. PROCEDURES

9.1. Any information about a potential software defect received by “““ staff member from a customer or other external (non-”““) source must be recorded as a Customer Complaint.  
9.2. Any potential defect identified by “““ personnel in released product(s) must be documented by submitting it to the mailbox at bugs@”““geo.com.
9.3. The “““ DCS database administrator extracts the defect submission from the email and enters it into the DCS database.

9.4. Initial Severity Assessment

1.1.1. During the weekly Bug Review Committee Meeting, the Bug Review Committee determines the Initial Severity Assessment for potential defects reported in released product during the previous week.  

9.4.1.1. The DCS database administrator prepares a list of all reported defects entered into DCS during the previous week, their corresponding DCS record numbers, and copies of Form ROQ-F0005-1 and Form ROQ‑F0005-2, as applicable.  

9.4.1.2. The DCS database administrator may also include attachments (e.g., printouts of DCS records) that provide critical additional information about the bugs.   

1.1.2. The Bug Review Committee establishes an Initial Severity Level (ISL) for each reported defect according to the following criteria:

· ISL 2:  Reports describing incidents in which death or injury has occurred, or defects that appear to have potential for death or injury.

· ISL 3:  Reports describing incidents in which patient or treatment data were corrupted, a critical system function was impaired, or defects that appear to have potential for any of these effects.

· ISL 4:  Reports describing incidents in which a non-critical function of the system was impaired (i.e., no safety issues are involved).

· ISL 5:  Reports that appear to be suggested enhancements (i.e., no safety issues are involved and the system is functioning as intended).  

1.1.3. The Bug Review Committee assigns defect investigations according to the following priority scale:

· ISL 2:  First Priority (Defects).  Investigation must be initiated within 5 working days.

· ISL 3:  Second Priority (Defects).  Investigation must be initiated within 30 working days.  

· ISL 4:  Third Priority (Defects).  Investigation should be initiated after all First and Second Priority Investigations are complete. 

· ISL 5:  Fourth Priority (Enhancements).  Investigation should be initiated after all Third Priority Investigations are complete.  At the discretion of the Bug Review Committee, failure investigation of apparent enhancements can be limited to confirming that the request is an enhancement and not a proposed correction to a defect. 

1.1.4. Each defect investigation is assigned to the individual in QA/Engineering who is most familiar with the product and/or function affected by the problem.  

1.1.4.1. Assignments can be proposed by any member of the Bug Review Committee, and are guided by the DCS database administrator’s knowledge of application area owners.  The final investigation assignment is recorded, initialed and dated by the Bug Review Committee on Form ROQ-F0005-1, for each assigned defect.

1.1.5. For each potential defect assessed at Initial Severity Level 2, the Director of Clinical QA must contact Regulatory Affairs (RA) with the following information:

1.1.5.1. If the report was a complaint, confirm that RA has received a copy of the Complaint Reporting Form, that the actual or potential for death/injury was noted on that form, and that the corresponding DCS record number was documented in the Tracking Record.

1.1.5.2. If the defect was discovered internally, notify RA that a defect with potential for injury/death was identified by “““ personnel.

1.1.6. Minutes of each Bug Review Committee Meeting, including defect investigation assignments will be documented and maintained by the DCS database administrator.

1.1.7. The DCS database administrator updates the DCS record for each defect to reflect the decisions of the Bug Review Committee, including the Initial Severity Level, the Priority, the investigation assignment, and the date of the assignment.  He/she files form ROQ-F0005-1.  

1.1.8. The DCS database administrator notifies assigned investigators of the DCS numbers of their assigned defects and the priority for each investigation.

9.5.  Final Severity Assessment

1.1.9. During the weekly Bug Review Committee Meeting, the Bug Review Committee determines the Final Severity Assessment for investigated defects reported in released product.  

9.5.1.1. The DCS database administrator prepares a list of all defects reported in release product for which corrections have been completed during the previous week, including their corresponding DCS record numbers.  

9.5.1.2. The DCS database administrator may also include attachments (e.g., printouts of DCS records, test data, etc.) that provide critical additional information about the investigations.   

1.1.10. Based on the results of each investigation, the Bug Review Committee assigns a Final Severity Assessment to each defect.  ROQ-F0005-2 illustrates the decision process that determines the Final Severity Assessment.  As illustrated in ROQ-F0005-2, Final Severity Assessments are assigned based on the following criteria:

	Final Severity Assessment
	Description

	Level 1: Defects
	· The defect could result or has resulted in any direct injury or death to the patient or user; OR
· The defect could cause or has caused incorrect or delayed information that may indirectly result in any injury or death to the patient or user; AND
· There is no workaround available to mitigate the hazard(s) posed or caused by the defect.

	Level 2: Defects
	· The defect could result or has resulted in direct, serious injury or death to the patient or user; OR
· The defect could cause or has caused incorrect or delayed information that may indirectly result in serious injury or death to the patient or user; OR
· The defect could cause or has caused data corruption that is undetectable to the user; OR
· The defect could cause or has caused data corruption that is detectable to the user and could or has resulted in direct or indirect serious injury or death to the patient or user; AND
· A workaround is available to mitigate the hazard posed or caused by the defect until the defect is permanently resolved.

	Level 3: Defects
	· The defect could result or has resulted in direct, non-serious injury to the patient or user; OR
· The defect could cause or has caused incorrect or delayed information that may indirectly result in non-serious injury to the patient or user; OR
· The defect could cause or has caused data corruption that is detectable to the user and could or has resulted in direct or indirect non‑serious injury to the patient or user; OR
· The defect could cause or has caused data corruption that is detectable to the user but would not harm patient or user; OR
· The defect impairs a critical function of the system; AND
· A workaround, if required, is available to mitigate the hazard posed or caused by the defect until the defect is permanently resolved.

	Level 4: Defects
	· The defect would not be expected to result in any injury to the patient or user; AND
· The defect does not impair critical functions of the system; AND
· The defect does not affect data integrity.

	Level 5: Enhancements
	· The enhancement is an improvement, refinement or addition to a feature or function of the product, AND

· The enhancement is not a correction or workaround for a known product defect.


9.5.2. Regardless of the Initial Severity Level assigned to a defect, the Final Severity Assessment for that defect will be based on the above criteria (i.e., a defect may be reclassified to a higher or lower Final Severity Assessment based on the results of the Failure Investigation).

9.6. Corrective and Preventive Actions

1.1.11. ROQ-F0005-2 illustrates how the Final Severity Assessment for a defect influences the decision process regarding corrective and preventive actions.  The Director of Clinical QA notifies “““ Management of all defects to which Final Severity Assessments of Level 1 or Level 2 are assigned, and any defects assigned a Final Severity Assessment of Level 3 that requires user notification.  

1.1.12. The Director of Clinical QA and other members of “““ Management prepare a Corrective and Preventive Action Plan, based on the following criteria.

	Final Severity Assessment
	Required Corrective/Preventive Actions

	Level 1: Defects
	· The defect must be resolved through permanent corrective action.

· The defective component of the system (i.e., software application, hardware component, labeling component) must be repaired or replaced.

· User(s) must be notified.

· RA/QA must be notified.

· RA/QA must immediately initiate a "Hold" on shipping existing product.

	Level 2: Defects
	· Always require a workaround.
· Always require notification to users.
· Cannot be allowed in the next product release.

	Level 3: Defects
	· Cannot be allowed in the next product release.
· Requires a workaround and notification to user(s) if:
· The defect poses a safety hazard; OR
· “““ Corporate Management determines there are business issues that recommend a workaround and user notification.

	Level 4: Defects
	· Can be postponed for resolution and corrective action, but must be re-evaluated before each subsequent product release.
· Generally should not persist in the product for more than 3 consecutive releases, or for a period exceeding 24 months from date of initial defect report, whichever comes first.
· Level 4 Defects that are allowed to persist in the product beyond 3 release cycles or 24 months, whichever comes first, must be subjected to a comprehensive cost/benefit/risk analysis documenting management’s rationale for allowing the defect to persist.

	Level 5: Enhancements
	· Can be postponed for implementation, but should be re-evaluated before each subsequent product release.


1.1.13. The Corrective and Preventive Action Plan is signed and dated by a representative of “““ Management, and submitted to Corporate Management and Regulatory Affairs for approval.

1.1.14. Regulatory Affairs and Corporate Management review the Corrective and Preventive Action Plan, approve the Plan if appropriate, and notify the RA/QA Manager at “““ to implement the corrective actions.  (Specific requirements, timetables, and responsibilities for implementation will be detailed in each Corrective and Preventive Action Plan.)

This is a workchart to help in assesing anomoly criticality, and is relational to the crticality decision tree which follows this workchart.
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This next chart allows the user to apply criticality scaling to anomaly notifications. It can be used during design phases, during Verification or Validation testing, and in CAPA applications.
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